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Introduction

Peer-to-peer networks have been gaining an enormous amount of popularity due to their ability to facilitate file sharing directly between people.  The major attraction is that these systems allow users to share content without having to have an intermediary party (e.g., a web hosting company).  The term peer-to-peer is still a vague term, covering systems such as Napster, Gnutella and Freenet. We define peer-to-peer network, as an overlay network comprised purely of end systems without any intermediate systems.  This approach is a decentralized one that is similar to system like Freenet compared to Napster.  Napster although uses peer-to-peer for file transfer, still maintains a centralized index.

In this report, we first describe current approaches and then problems with those approaches such as scalability. Then we will give an overview of our own approach, which uses a distributed index of aggregated content in order to deal with the scalability problems.  

Current Approaches

Gnutella and Freenet are the two most important peer-to-peer systems.  These systems fit our definition of peer-to-peer networking.

Gnutella takes a very radical approach to decentralization and avoid using any for of indexing.  This is essentially an application-layer broadcast. The query node first checks the nodes to which it has connection i.e., its neighbors, and then these nodes further forward the request to their neighboring nodes.

There is an important difference between routing in such peer-to-peer networks and traditional IP routing. In peer-to-peer systems, we do not directly address end systems, instead we address content i.e., and these are the files that are being shared between the users.  The concept of content-based routing is powerful in a way that it allows us to address the real problem of a peer-to-peer system rather than trying to emulate IP-style networking where it is unnecessary.  In this concept, the content is exposed to the network transport mechanism, to influence the routing of messages. Only the content information is used in this concept.  In this, producers generate messages but with no particular destinations intended.

Freenet uses an index, based on meta-data, which is called descriptive strings.  These descriptive strings are cryptographically signed along with the files they represent to ensure that the files actually match the meta-data. To retrieve a piece from Freenet network, the user must first derive or know a key which matches the file associated with the item.  This request is then sent to the querying node’s neighbor, which forwards the request to its neighbor.  This system intends to deal with the scalability by caching content at nodes near requesting nodes.  However, knowing or deriving a key is a severe weakness, as it does not facilitate searching for item content.  

The content-location problem is addressed by the ANSWER and TRIAD projects. However, neither of the projects addresses how to perform content-based routing in a peer-to-peer network.  

The CAN (Content Addressable Network) and Chord systems address how to do content-location in a peer-to-peer network.  They are distributed hash tables and these projects provide techniques to ensure the operation of the hash table when nodes are joining or leaving the network. Both the approaches are effective in providing a content-location service; by directly reflecting the content that is actually available in the network we can produce a faster query response time, as there will be directly correspondence between the content in the network and the routing techniques used to locate the content.

Problem with Current Approaches
According to our definition of peer-to-peer, we see many problems with scalability in a decentralized system.  The main problem is information location and not actually transferring the files themselves from one node to another.  For example, in Gnutella project there is absence of indexing and thus nodes cannot locate the information they require. A node queries its neighbors who pass it further; this leads to problem of scalability.

Although meta-data is used in projects such as Freenet, there is no concept of aggregation in order to reduce the amount of queries that need to be sent out.  There is no mechanism to query a group, which represents a subset of meta-data, e.g., all MP3 files. Absence of this feature means that there is no way of pruning the search tree in order to locate a particular item of content.  In Freenet, once an item of content is located, it is cached at the requesting node in order to facilitate quicker lookups.  

Description of our Approach

Overview

So to achieve scalability, we must reduce the amount of search requests that the system sends out in order to locate the content.  Thus the problem resolves itself to content-location problem.  The solution proposed is centered on the concept of aggregation.  It’s seen that aggregation in conjunction with hierarchical scheme, is essential for scalability in a decentralized network. 

Route Aggregation in Overlay Network
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In this, we introduce the notion of helper node to overcome the problem of bootstrapping, i.e., when a node first comes online, it does not necessarily know the addresses of other nodes in the network.  

 The hierarchy in an Aggregation Point based peer-to-peer network

In an overlay network, the concept of a default gateway does not apply, as there is no support from the underlying network to assist with such routing.  In a peer-to-peer situation where the network membership is highly dynamic and the nodes often disappear and then reappear with different addresses, such an approach is unworkable.  In our system, when a node comes online, it attempts to select an aggregation group from the history list of aggregation points provided by helper node.  This node then makes some policy-based measurements e.g., delay latency and based on these makes a decision of which group to join.  This enables the system to aggregate on network performance, thus improving the overall efficiency of the network.  The aggregation process is shown in the above figure.

Meta-data: Towards a Content-Based Aggregation 
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To enable a content-based aggregation, every shared file is accompanied by a meta-data file, which describes various content attributes. Meta-data files are encoded in XML and comprise of various fields, organized according to their order of significance. These fields are used for obtaining different levels of aggregation granularity. The top level of hierarchy is the data format (normally corresponds to the file extension), serves as a first classification.  Following are the meta-data examples, one describing an mp3 file with a recording of the D’minor Organ Tocata and Fuge by J.S. Bach and the other an ASCII file version of D.R. Hofstadter’s Godel Escher Bach. 
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Meta-data represented in XML

System Architecture

Definitions

Normal Operation: This function constitutes transmitting the meta-data of the files on the node to the aggregation point of a particular overlay network. 

Helper node function: If a node performs this function then when a new node wishes to join the overlay network, the helper node can provide information about other nodes in the network.

Aggregation Point: In a content-based routing, it advertises content to other aggregation points in the overlay network.

Helper Node Description

When a node wishes to join the content aggregation network, it must find an entry point. In order to do this, a node contacts a helper node, which will provide the new node with address information of aggregation points.  When a node decides to become a helper node it must first know all the addresses of some aggregation points, which it can supply to other nodes that wish to join the network.

Aggregation Description

When a node wishes to advertise a file of a certain type for the first time, it should first consult the helper node for finding an existing aggregation point for that type. If the appropriate aggregation point exists, it provides the node with the template containing the relevant meta-data fields. If the aggregation point for the advertised data type does not exist, the advertising node can become an aggregation point in itself, thus establishing an overlay network consisting of one node.

Dealing with change in the System

Meta-data is used as the basis of aggregation in our network. For e.g., the first field of meta-data is the file type <ASCII> or <mp3>.  When an empty network becomes populated, the nodes are given the duties of aggregating the various file types. We consider the usage of thresholds for determining when an aggregation group should split. This is done in two ways: an aggregation can have a replicant assigned to it or an aggregation point can choose to create a new aggregation point based upon a lower precedence field of meta-data.  This strategy is used when the number of items of content in a group expands beyond threshold.  We expect that a system containing a large amount of content will use four or five fields from a meta-data for aggregation purposes. 

Conclusion

It seems that scalability is a central problem in decentralized peer-to-peer networks.  We have introduced a scheme for content-based aggregation, for achieving scalability, without relying on centralized resources. We have shown a scheme for structuring meta-data as a basis for content-based aggregation.  Further elaboration of this scheme along with implementing the system is the subject of future work.
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