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Self-Similarity in Network Traffic

1.  Introduction

The development of robust networks, including the Internet, depends heavily on the modeling of these networks.  Recent measures in Ethernet traffic, both local and wide area, have shown that network traffic is self-similar.  Current models, such as “Poisson-like” models, suggest that network traffic is smooth with predictable bursts.  Inaccurate modeling of network traffic can lead to performance problems and loss of money.


Self-similarity is where a certain property of an object is preserved with respect to scaling in time and/or space.  “If an object is self-similar…, it’s parts, when magnified, resemble – in a suitable sense – the shape of the whole.[1]”  The following diagram provides a pictorial view of this phenomenon. 
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Fig. 1  Pictorial View of Self-Similarity

Will Leland and Daniel Wilson put together a comprehensive study of the self-similar nature of Ethernet traffic.  They were able to formulate their results via data collected from the network environment at the Bellcore Morris Research and Engineering Center.  Wilson wrote an application to collect the data, which consisted of a timestamp (accurate to within 20µs), the packet length, the status of the Ethernet interface, and the first 60 bytes of data in each packet (header information).  The following is a table of the data collected:

[image: image2.png]Traces of Ethemet Traffic Measurements

“Total Number _Toual Number _Ethernet
Measurement Period DaiaSet __ of Byts __of Packets _Utilization
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Fig. 2 Ethernet Traffic Measurements
This data was collected over the period of 4 years (August 1989, October 1989, January 1990, and February 1992) from 3 different pieces of the Bellcore network.  The first data set was collected from a small segment of the network and is shown here:
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Fig. 3 Network from which August 1989 & October 1989 measurements taken

The January 1990 data was taken from a larger workgroup with faster machines not dependent on a mainframe.  More importantly, it included outside Ethernet traffic.  This network is seen here:
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Fig. 4 Network from which January 1990 measurements taken
The last data set was collected in February 1992.  The data came from the Bellcore Ethernet backbone and is seen here:
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Fig. 5 Backbone network from which February 1992 measurements taken

2.  Models and Measurements


Self-similar processes are radically different from the current models for network traffic.  The current models show that as the number of users and the amount of traffic increase, the traffic becomes smoother and less bursty.  Leland and Wilson contradict these models by showing that as the number of users and the amount of traffic increase, the network traffic becomes less smooth and more bursty.  The following two figures depict the difference between the two models:
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Self-similarity is measured by the Hurst-parameter—H.  H represents the burstiness of traffic (a.k.a., self-similarity) and is a value between 0 and 1.  It has been shown that the level of self-similarity in network traffic actually ranges from .7 to .98.


Self-similarity can also be determined by looking at several functions.  The first function is the autocorrelation function:


r(k) ~ k-β L(t), as k(∞ where 0 < β < 1 and,

limt(∞ L(tx) / L(t) = 1, for all x > 0
This shows that looking at traffic at different times shows that there is a long-range dependence or correlation between the time-divisions.  The second function is exactly second-order self-similar:

H = 1 – β/2 iff:
for all m = 1, 2, …. var(X(m)) = σ2m-β
r(m)(k) = r(k), k ≥ 0
This show that as all the time blocks m are added up, they equal the original time series.  

The third function is asymptotically second-order self-similar:


r(m)(k) = r(k), as m(∞

The results of Leland’s and Wilson’s research served to show the self-similar nature of network traffic.  These results are irrespective of where or when the data is collected.  They showed that the degree of self-similarity is measured in terms of the Hurst parameter H, which is typically a function of the overall utilization of the network.  Most importantly, they showed that the packet traffic models currently used are not capable of capturing the self-similarity property.
4.  Effects

The effect of self-similarity on networks boils down to packet loss.  When traffic increases to the point where neither the bandwidth nor the router buffer sizes are suffice to handle the burst, packets are lost.  This is where the financial loss comes into play.  When packets are lost, in certain situations they must be resent.  Resending the packets wastes bandwidth and could further congest the network.  In situations where the packets don’t have to be resent, the quality of service is degraded.  These two aspects can lead to millions of dollars of loss.

5.  Possible Solutions
Two possible solutions include the dynamic control of traffic flow and structural resource allocation.  Predictive feedback control is a method of dynamically controlling the traffic flow.  In this method, the on-set of concentrated periods of either high or low traffic activity are identified and the mode of congestion control is adjusted appropriately.  Another method of dynamic control of traffic flow is adaptive forward error correction.  This method deals with real-time constraints where retransmission of data is not viable like streaming audio or video.  When congestion is high, the level of redundancy is increased.  In other words, several copies of the same packet are sent in hopes of at least one of them reaching the destination.  Duplicate packets received at the destination are discarded.  When congestion is low, the level of redundancy is reduced.  This method can be dangerous in that increasing the redundancy too much can backfire and only serve to increase congestion.


The other solution used to curtail the effects of self-similarity is structural resource allocation.  Bandwidth and buffer size are the two structural resources that are of importance.  The bandwidth could be increased such that bursts of traffic could be “swallowed.”  This accounts for the resending of packets as well.  However, in times of low network use, the extra bandwidth would be wasted.  


The second option in structural resource allocation is the buffer sizes in routers etc.  Increasing their capacity would decrease the likelihood of packets being dropped because the queues are at maximum capacity.  The optimal solution to curtailing the effects of self-similarity is a mix between these solutions.
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